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Introduction Prefix codes are a simple and powerful class of variable-length codes that
are widely used in information compression and transmission. A famous example of prefix
codes are Huffman’s codes [Huf52]. In general, variable length codes are not resistant to
errors, since one deletion, insertion or change of a symbol can desynchronize the decoder
causing incorrect decoding of the whole remaining part of the message. However, in a large
class of codes called synchronizing codes resynchronization of the decoder is possible in
such situations. It is known that almost all maximal finite prefix codes are synchronizing
[FJTZ03]. Synchronization of finite prefix codes has been investigated a lot [Ba16,Bis08,
BP09, CDSGV92, Sch64, Sch67], see also the book [BPR10] and references therein. For
efficiency reasons it is important to use as short words resynchronizing the decoder as
possible to decrease synchronization time. However, despite the interest to synchronizing
prefix codes, the computational complexity of finding short synchronizing words for them
has not been studied so far. We provide a systematic investigation of this topic.

Each recognizable (by a finite automaton) maximal prefix code can be represented by
an automaton decoding the star of this code. For a finite code, this automaton can be
exponentially smaller than the representation of the code by listing all its words (consider,
for example, the code of all words of some fixed length). This can of course happen
even if the code is synchronizing. In different applications the first or the second way of
representing the code can be useful. In some cases large codes having a short description
may be represented by a minimized decoder, while in other applications the code can
be described by simply providing the list of all codewords. We study the complexity of
problems for both arbitrary and literal decoders of finite prefix codes.

Huffman decoders There is a strong relation between partial automata and prefix
codes [BPR10]. A set X of words is called a prefix code if no word in X is a prefix of
another word. The class of recognizable (by an automaton) prefix codes can be described
as follows. Take a strongly connected partial automaton A and pick a state r in it. Then
the set of all first return words of r (that is, words mapping r to itself such that each
non-empty prefix does not map r to itself) is a recognizable prefix code. Moreover, each
recognizable prefix code can be obtained this way. A prefix code is called maximal if it
is not a subset of another prefix code. The class of maximal recognizable prefix codes
corresponds to the class of complete automata. If a state r can be picked in an automaton
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in such a way that the set of all first return words is a finite prefix code, we call the
automaton a partial Huffman decoder. If such automaton is complete (and thus the finite
prefix code is maximal), we call it simply a Huffman decoder.

For the mentioned classes of decoders we obtain the following inapproximability result.

Theorem 1. Unless P = NP, the problem of finding a shortest synchronizing words cannot
be approximated in polynomial time within a factor of

(i) n1−ε for any ε > 0 for n-state binary strongly connected automata;
(ii) c log n for some c > 0 for binary n-states Huffman decoders;

(iii) n
1
2
−ε for any ε > 0 for binary n-state partial Huffman decoders.

We remark that for strongly connected automata the bound is optimal because there
exists a O(n)-approximation algorithm [GH11]. We also conjecture that for binary n-states
Huffman decoders the c log n-inapproximability bound is optimal.

Literal decoders The literal automaton of a maximal finite prefix code X is defined
as follows. The set of its states is the set of proper prefixes of the words in X and the
transitions are naturally defined to concatenate letters to the prefixes (or to map to the
empty prefix if the resulting word is in X). The number of states of a literal automaton is
polynomially equivalent to the total length of all words in the corresponding finite prefix
code. Thus, it is a natural model for the problems where the code is provided by simply
enumerating all its codewords.

Theorem 2. For literal n-state decoders there exist
(i) a polynomial time O(log n)-approximation algorithm
and
(ii) for any ε > 0 a quasi-polynomial time (1 + ε)-approximation algorithm
for the problem of finding a shortest synchronizing word.

We conjecture that there exists a polynomial time exact algorithm for this problem.

Mortal words A word is called mortal for a partial automaton A if its mapping is
undefined for all the states of A. The techniques that we develop can be easily adapted
to get the same inapproximability for the problem of finding a shortest mortal word. This
problem is connected for instance to the famous Restivo’s conjecture [Res81].

Theorem 3. Unless P = NP, the problem of finding a shortest mortal word cannot be
approximated in polynomial time within a factor of

(i) n1−ε for any ε > 0 for n-state binary strongly connected partial automata;
(ii) c log n for some c > 0 for n-state binary partial Huffman decoders.

We also propose a simple polynomial time O(log n)-approximation algorithm for this
problem in partial literal decoders.
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